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Fig. 1. Simulation of a hurricane forming over the Atlantic Ocean traveling through the Gulf of Mexico until it hits the US coast and starts decaying due to
the lack of enough latent heat to sustain vorticity. The hurricane’s trajectory is similar to the one of the category-5-hurricane Katrina which particularly hit
the city of New Orleans and its surrounding area in 2005 causing over 1 300 fatalities and severe damage. The hurricane’s intensity is color-coded along the
trajectory according to the Saffir–Simpson scale [Taylor et al. 2010] ranging from a tropical depression to a category-5-hurricane (see top right corner).
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Cyclones are large-scale phenomena that result from complex heat and wa-
ter transfer processes in the atmosphere, as well as from the interaction of
multiple hydrometeors, i.e., water and ice particles. When cyclones make
landfall, they are considered natural disasters and spawn dread and awe
alike. We propose a physically-based approach to describe the 3D develop-
ment of cyclones in a visually convincing and physically plausible manner.
Our approach allows us to capture large-scale heat and water continuity,
turbulent microphysical dynamics of hydrometeors, and mesoscale cyclonic
processes within the planetary boundary layer. Modeling these processes
enables us to simulate multiple hurricane and tornado phenomena. We eval-
uate our simulations quantitatively by comparing to real data from storm
soundings and observations of hurricane landfall from climatology research.
Additionally, qualitative comparisons to previous methods are performed to
validate the different parts of our scheme. In summary, our model simulates
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cyclogenesis in a comprehensive way that allows us to interactively render
animations of some of the most complex weather events.

CCS Concepts: • Computing methodologies → Physical simulation.
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1 INTRODUCTION
Cyclogenesis denotes the formation or strengthening of a low-
pressure area that favors the formation of tropical cyclones. Such
tropical cyclones are rapidly rotating storm systems that feature a
low-pressure center, a closed low-level atmospheric circulation, and
powerful winds. These storms are organized in a spiral pattern of
thunderstorms with heavy rain and squalls. Depending on where
they form and how strong they are, these storms may be referred
to as “hurricanes” or “typhoons”. Hurricanes are strong tropical
cyclones that occur over the Atlantic or northeastern Pacific Ocean,
while typhoons form in the northwestern Pacific Ocean.1 Given the
significance of cyclones as natural disasters and downright terrifying
phenomena, they have received a considerable amount of scientific
interest in a wide range of different fields of research. In climatol-
ogy or meteorology, research has focused on mesoscale simulations
employing statistical as well as principled approaches, e.g., Cui and
Caracoglia [2019]. These simulations usually emphasize specific
aspects of cyclonic phenomena but do not describe them compre-
hensively within an integrated model that includes changes in the
diurnal cycle, microphysical processes, and dynamically changing
boundary conditions. Moreover, these models require, in general,
the use of supercomputers and specialized hardware and software
architectures [Orf 2019]. This makes a direct application of these
methods for visual computing applications unfeasible. In graph-
ics, several research works were proposed towards modeling cloud
formations and other weather phenomena, e.g., Amador Herrera
et al. [2021], but none of these approaches consider the additional
turbulent-flow processes that can develop into a hurricane.
In this paper, we propose a physically-based approach to de-

scribe the formation of cyclones. Our method explicitly models the
turbulent microphysics which forms the basis of cyclogenesis by
coupling different interacting hydrometeors: Cloud water, ice, rain,
snow, and graupel (i.e., precipitated ice). Additionally, we incorpo-
rate a two-fluid model for tornadogenesis to describe the emergent
development of vortex tubes which may form as a consequence
of cyclonic dynamics. Finally, we introduce a mathematical model
that captures the large-scale transfer of heat and vapor between
water bodies and the atmosphere, which leads to the formation of
hurricanes.
Our key contributions are: (1) We propose a comprehensive

physically-based scheme for computing the turbulent transport
of heat and water in the atmosphere, which includes the multi-scale

1In the Indian Ocean, South Pacific, or South Atlantic, these storms are simply
called “tropical cyclones”.

simulation of vortex phenomena as well as two-fluid coupling for in-
teracting dust and debris; (2) We close our turbulent-flow equations
by formulating extended eddy mixing microphysics, modeling the
interactions between ice and water particles; (3) We address the dy-
namics of the emergence, development, and dissipation of cyclonic
phenomena at different scales, enabling the visually realistic and
physically plausible simulation of these extreme weather events, as
demonstrated by multiple validation and comparison experiments.

2 RELATED WORK
The modeling and simulation of cyclone dynamics and turbulent
weather phenomena is an ongoing research topic in different aca-
demic communities. While this spans a breadth of work that we
cannot conclusively discuss here, we provide references to the mod-
eling and simulation of local weather, physical studies of tornadic
phenomena, and the simulation of cyclogenesis at the mesoscale.
Outside of visual computing, there have been multiple studies on
different aspects of turbulent phenomena. Cyclogenesis within a
storm has been studied in detail by Klemp [1987], and Rotunno and
Klemp [1985]. Development of convection and general circulation
at thunderstorm boundaries has been investigated by Droegemeier
and Wilhelmson [1985]. On another direction, the role of latent heat
on generating and sustaining vortexes has been studied numeri-
cally by Gao et al. [2019] and experimentally by Sheets [1982]. The
goal of our work is to provide a comprehensive framework for the
interactive simulation of turbulent weather dynamics at both the
mesoscale and the storm-scale. In the following paragraphs, we will
discuss related work.

Weather Simulation. One of the firstmethods for simulating clouds
based on the underlying atmospheric phenoma was introduced by
Kajiya and Von Herzen [1984]. Several interactive cloud simulation
approaches have been proposed that range from grid-based fluid
solvers [Dobashi et al. 2000; Harris et al. 2003; Miyazaki et al. 2002,
2001; Overby et al. 2002], particle-based approaches [Goswami and
Neyret 2017] and methods based on GPU-parallelization [Schalk-
wijk et al. 2015]. To also enable artistic control of modeling clouds,
procedural techniques have been proposed [Webanck et al. 2018].
Due to the complexity of simulating physics various representations
have been explored that enable the efficient simulation and model-
ing of clouds and weather [Bouthors and Neyret 2004; Dobashi
2002; Gardner 1985; Neyret 1997; Nishita et al. 1996] including
position-based dynamics [Ferreira Barbosa et al. 2015] and layer-
based approaches [Vimont et al. 2020]. A common approach is to
use hierarchical and adaptive grid structures to simulate the fluid
dynamics for clouds [Raateland et al. 2022]. Other methods focus
on large-eddy phenomena [Griffith et al. 2009], rain [Garcia-Dorado
et al. 2017] and snow [Gissler et al. 2020], supercells [Hädrich et al.
2020], and complex weatherscapes [Amador Herrera et al. 2021]. It
has been recognized that vegetation can contribute to local weather
variations resulting in diverse microclimates [Pałubicki et al. 2022].
Furthermore, wildfires generating flammagenitus clouds have been
simulated [Hädrich et al. 2021]. Despite these advances, it is im-
portant to note that none of these approaches consider a turbulent
scheme, so cyclonic phenomena can only be prescribed but not
simulated from first-principles.

ACM Trans. Graph., Vol. 43, No. 4, Article 71. Publication date: July 2024.

https://doi.org/10.1145/3658149


Cyclogenesis: Simulating Hurricanes and Tornadoes • 71:3

Tornadic Phenomena. The work of Orf et al. [2017] achieved im-
pressive results of tornadic phenomena within a supercell, including
the formation, evolution and decay of multiple vortices. However,
their scheme uses a supercomputer, billions of grid nodes and is
far from being an interactive approach. A similar work [Orf 2019]
uses grids of the order of trillions of nodes. The same holds true
for other mesoscale frameworks where the focus is on processing
precise physical data for comparison to storm soundings [Miglietta
et al. 2017; Pilguj et al. 2019]. In the visual computing community,
tornadoes have been simulated by Liu et al. [2006] whose model
can generate visually convincing tornadoes but relies on prescribed
rotational boundary conditions. Liu et al. [2007] improves the model
by considering a reynolds averaging dynamics and coupling the
tornado to destructive domains, but suffers from the same high
dependence on boundary conditions. Also in these models the su-
percell is descriptively modeled and only the tornado (lower vortex
tubes) is simulated emergently.

Cyclonic Modelling. Within the field of visual computing, cloud
dynamics and weather phenomena in general have not been simu-
lated on the hurricane scale. While the works of Hädrich et al. [2020]
and Amador Herrera et al. [2021] do consider supercell formation
and development, they only model the formation of a single cumu-
lonimbus, and not a cluster of clouds that can evolve into a hurricane.
Additionally, there is no work in the visual computing community
that explicitly handles turbulence and cyclonic dynamics within
a cloud scheme. In the atmospheric science community, multiple
efforts have been made to study different aspects of cyclonic phe-
nomena at the mesoscale from the stochastic generation and decay
of hurricanes [Cui and Caracoglia 2019], the influence of latent
heat in turbulent cumulus convection [Kuo 1965], dynamics of the
energy budget within mesoscale storms [Peng and Kuo 1975], to the
nonlinear dynamics of wind fields within typhoons [Vickery et al.
2000]. In the context of scientific visualizations, some works ex-
plore techniques for the interactive visual analysis of hurricane data
[Doleisch et al. 2004], while other focus on developing educational
visualizations of hurricanes [Luo et al. 2008]. Note, however, that
the data for visualization in these works is not simulated, just taken
a priori. In contrast to research in tornadic phenomena, works on
turbulent dynamics associated to hurricanes tend to focus on analyz-
ing specific aspects of cyclonic phenomena, as opposed to having a
comprehensive framework for their simulation that includes diurnal
cycles, ice-phase microphysics, and dynamic boundaries.

3 OVERVIEW
The principal motivation for our approach is to realistically model
and simulate turbulent weather phenomena using a comprehensive
scheme that can be used for graphics applications. This is a challeng-
ing task due to the complex interplay of heat and fluid dynamics
within a turbulent wind field, as well as due to the presence of de-
bris and mesoscale phenomena that determine the regional energy
budget. We address these challenges by proposing an integrated
physically-based model that targets the multi-scale simulation of
turbulent heat and water transport in the atmosphere. As illustrated
in Figure 2, our approach aims for a compromise between interactiv-
ity and physical complexity. Our framework empowers artists with

Fig. 2. Schematic representation of our Cyclogenesis framework in compari-
son to other visual weather/clouds schemes and atmospheric models. The
complexity of our approach enables us to capture diverse cyclone phenom-
ena not present in the state-of-the-art in visual computing. Being tailored
for visual applications in mind, it does not require highly specialized su-
percomputer architectures, as atmospheric models typically do, boosting
interactive practical usability for applications in graphics and beyond.

interactive modeling control over a rich set of cyclonic phenomena.

We describe the state of the atmosphere using five main quantities:
the wind velocity 𝒖, the velocity of dust in the air 𝒖𝑑 , the amount
of water in the atmosphere 𝑞𝑎 (in the form of vapor 𝑞𝑣 , rain 𝑞𝑟 ,
etc.), the temperature \ of humid air, and the turbulent energy 𝑘

which sustains turbulent motion. At its core, our cyclogenesis model
consists on coupling these quantities to capture the interplay of tur-
bulent heat and water continuity. In this sense, our model can be
divided into (I) a subgrid-energy scheme that describes enhanced
transport due to turbulence, closure equations that incorporate the
associated (II) turbulent microphysics and (III) Reynolds-Averaged
Navier Stokes’ dynamics, (IV) an extended Kesler-type approach
to address turbulent heat and water dynamics, and (V) a two-fluid
model that couples atmospheric and dust fields, as illustrated in
Figure 3. Since hurricanes and tornadoes operate at different scales,
we propose different set of equations (III.1) and (IV.1) for mesoscale
cyclonic phenomena, which take into account the energy budget
of water bodies, the axis-symmetrical nature of hurricanes, and the
Coriolis effect.

4 METHODOLOGY
In this section, we provide an outline of our physics-based cycloge-
nesis model. It is a general and efficient scheme for the turbulent
transport of heat and water in the atmosphere, including different
hydrometeors or particles: vapor 𝑞𝑣 , cloud water 𝑞𝑤 , cloud ice 𝑞𝑖 ,
rain 𝑞𝑟 , snow 𝑞𝑠 , and graupel 𝑞𝑔 . For convenience, we use tensor
notation for the derivation of our Reynolds-Average formulation.
A brief explanation of this type of notation is presented in Appen-
dix A.2. Additionally, a table of symbols, including the values used
for our simulations, is provided in Appendix A.1.

4.1 Atmospheric Model
Our atmospheric scheme starts with a parameterization of the ref-
erence background atmosphere, as well as a thermodynamic model
for the rising thermal of humid air.

4.1.1 Background Atmosphere. The surrounding dry air is parame-
terized in terms of its time-dependent temperature 𝑇 and pressure
fields 𝑝 in space 𝒙 = (𝑥,𝑦, 𝑧). These fields can be streamed directly
as input from real measurements (see Section 5.2); otherwise, we
assume a temperature field that resembles the standard atmospheric
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Fig. 3. Schematic representation of our cyclogenesis framework for turbulent heat and water continuity. The arrows indicate different inter-dependencies. Our
procedure starts with (I) the computation of subgrid kinetic energy; then, we use this result to solve (II) the associated turbulent microphysics as well as (III)
the turbulent fluid dynamics. Afterwards, we use both the velocity field and turbulent terms to compute (IV) the transport of atmospheric water content.
Note, that our multi-scale scheme uses a different set of equations for steps (III.1) and (IV.1), which accounts for different cyclonic phenomena. Finally, for
the tornado scheme, we use the computed velocity to solve (V) the equations of the coupled dust field.

temperature [ISO 1975], given by

𝑇 (𝒙, 𝑡) =
{
𝑇𝐺 (𝑥,𝑦, 𝑡) + Γ0𝑧 , if 0 ≤ 𝑧 ≤ 𝑧1 ,

𝑇𝐺 (𝑥,𝑦, 𝑡) + Γ0𝑧1 + Γ1 (𝑧 − 𝑧1) , 𝑧1 ≤ 𝑧 ,
(1)

where𝑇𝐺 (𝑥,𝑦, 𝑡) is the temperature at ground level, 𝑧1 is the altitude
of temperature inversion, and the two lapse rates Γ0 and Γ1 control
the rate of temperature change. In contrast to Amador Herrera et
al. [2021], who considers a completely dry background, we allow
initial moisture even before cloud development. This is described
by

𝑝 (𝒙, 𝑡) = 𝜌𝑑𝑅𝑑𝑇 (𝒙, 𝑡) (1 + 0.61𝑞𝑣) , (2)

where 𝑝 is the background atmospheric pressure, 𝜌𝑑 the density of
dry air, 𝑅𝑑 the gas constant for dry air, and 𝑞𝑣 the initial water vapor
content in the atmosphere given in terms of its mixing ratio. In terms
of non-dimensional pressure Π, this equation can be rewritten as

Π =

(
𝑝

𝑝𝐺

) 𝑅𝑑
𝑐𝑝

=

(
𝑅𝑑𝜌\𝑣

𝑝𝐺

) 𝑅𝑑
𝑐𝑝

, (3)

where 𝑝0 is the pressure at ground level, 𝑐𝑝 the heat capacity, and
\𝑣 is the virtual potential temperature [Houze 2014], given by

\𝑣 = \ (1 + 0.61𝑞𝑣) ,

with potential temperature \ defined by 𝑇 = Π\ .

4.1.2 Momentum Equations. The next step in our model consists
in describing the turbulent motion of humid air. In particular, we
propose a formulation based on the Reynolds-Averaged form of the
Navier-Stokes equations (RANS) that can be easily coupled to micro-
physical phase changes in the atmosphere, e.g., cloud condensation,
ice crystallization, etc. In the RANS formulation, it is assumed that
the velocity field 𝒖 (𝒙, 𝑡) can be decomposed into an average flow
velocity �̃� (𝒙, 𝑡), and a fluctuating term 𝒖

′ (𝒙, 𝑡), so that

𝒖 (𝒙, 𝑡) = �̃� (𝒙) + 𝒖
′

(𝒙, 𝑡) .

Other fluid quantities (e.g., pressure, stress, etc.) are decomposed
analogously. Then, taking the average value of this system, it is
possible to derive a set of correspondent RANS equations describing
the average flow of momentum [Alfonsi 2009], given in tensor form

𝜌
𝜕�̃�𝑖

𝜕𝑡
+ 𝜌

(
�̃� 𝑗

𝜕

𝜕𝑥 𝑗

)
�̃�𝑖 =

𝜕𝜏𝑖 𝑗

𝜕𝑥 𝑗
+ 𝜌 𝑓𝑖 , (4)

𝜕�̃�𝑖

𝜕𝑥𝑖
= 0 ,

where 𝜌 is the density of the fluid, 𝑓𝑖 is any external influence, and
the total stress tensor 𝜏𝑖 𝑗 can be expanded into

𝜏𝑖 𝑗 = −𝑝𝛿𝑖 𝑗 + 2`𝑆𝑖 𝑗 − 𝜌𝑢
′
𝑖
𝑢
′
𝑗
,
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with pressure 𝑝 , dynamic viscosity `, Reynolds stress tensor 𝑢′
𝑖
𝑢
′
𝑗
,

and strain rate tensor 𝑆𝑖 𝑗 computed as

𝑆𝑖 𝑗 =
1
2

(
𝜕�̃�𝑖

𝜕𝑥 𝑗
+
𝜕�̃� 𝑗

𝜕𝑥𝑖

)
.

This system of equations can be closed using zero-, one-, and two-
moment schemes [Kajishima and Taira 2016]. We propose a one-
moment closure model that can also describe microphysical phase
changes. First, we assume that vortex tubes evolve without being
subject to complex nonlinear interactions, e.g., collisions between
tornadoes or with the environment, so we compute the Reynolds
stress tensor using the Boussinesq linear eddy-viscosity equation,
which reads

𝑢
′
𝑖
𝑢
′
𝑗
= −2a𝑇 𝑆𝑖 𝑗 +

2
3
𝑘𝛿𝑖 𝑗 ,

with turbulent viscosity a𝑇 and turbulent kinetic energy 𝑘 . Then, we
modify the turbulent energy scheme of [Mellor and Yamada 1974]
to account for ice-phase transitions, such that the turbulent kinetic
energy is given by

𝐷𝑘

𝐷𝑡
= 𝑔a𝑀

𝜕\̃

𝜕𝑧
+ a𝑀

𝜕𝑞𝑇

𝜕𝑧
+ 𝜕

𝜕𝑥𝑖

(
a𝑇

𝜕𝑘

𝜕𝑥𝑖

)
− 𝐶𝜖

𝑠𝑘

√︁
𝑘3 , (5)

where 𝐷/𝐷𝑡 = 𝜕/𝜕𝑡 + �̃� 𝑗 𝜕/𝜕𝑥 𝑗 is the material derivative, a𝑀 rep-
resents eddy mixing, 𝑠𝑘 is the subgrid turbulence scale, 𝐶𝜖 = 0.2
is a ventilation coefficient, and, in our specific formulation, 𝑞𝑇 =

𝑞𝑣 + 𝑞𝑖 + 𝑞𝑐 is the total mixing ratio of water content in the form
of ice, warm cloud, and vapor. The turbulent viscosity and eddy
mixing terms are updated as

a𝑇 = 0.2 𝑠𝑘
√
𝑘 , (6)

a𝑀 = 3𝐶𝑒a𝑇 ,

where 𝐶𝑒 is an eddy coefficient acting as a coupling strength con-
stant between microphysical phenomena and turbulent kinetic en-
ergy. Once we have a closed system for turbulent dynamics, we
introduce the density-driven buoyancy force via the 𝑓𝑖 vector in
Eq. (4). Specifically, atmospheric buoyancy is computed following
Archimedes’ principle, and reads

𝐵(𝒙, 𝑡) = 𝑔

[
\̃

\̃0
− 1 + 0.61𝑞𝑣 −

∑︁
𝑎

𝑞𝑎

]
. (7)

Finally, the Coriolis effect is incorporated directly by an additional
term 𝑅cor𝑖 = 𝜖𝑖 𝑗𝑘𝜶 cor 𝑗�̃�𝑘 , where 𝜶 cor is a vector representing the
angular velocity with respect to each coordinate axis.

4.1.3 Turbulent Microphysics. The formation of different cloud con-
figurations in the atmosphere is heavily influenced by microphysical
processes [Amador Herrera et al. 2021]. Since we want to model
not only the turbulent flow of wind, but also the formation, matura-
tion, and dissipation of cloud cyclone structures, we incorporate a
microphysics scheme that can describe water phase changes under
turbulent motion. Our microphysics model, illustrated schemati-
cally in Figure 4, consists of an extra system of coupled transport
equations that account for the diverse physical interactions between
different hydrometeors. In general, the microphysics parametriza-
tion𝑀𝑎,𝑏 (𝑇, 𝑝, 𝑞𝑎, 𝑞𝑏 ) of a species 𝑎 transitioning into 𝑏 (e.g., snow

WARM CLOUD
(LIQUID)

COLD CLOUD
(ICE)

SNOW

GRAUPELRAIN

GROUND

VAPOR

Fig. 4. Illustration of the turbulent microphysics model for the transport
between different cloud and precipitation types. The scheme includes both
microphysical matter transport 𝑀𝜙 as well as turbulence mixing 𝐷𝜙 per
phase transition.

melting into rain𝑀𝑠,𝑟 ) will be a function of local temperature, pres-
sure, and current mass fractions of 𝑎 and 𝑏. The total rate of phase
change of a hydrometeor 𝑎 is then expressed as

𝑀𝑎 =
∑︁
𝑗≠𝑎

𝑀𝑗,𝑎 −
∑︁
𝑘≠𝑎

𝑀𝑎,𝑘 , (8)

where the sources𝑀𝑗,𝑎 and sinks𝑀𝑎,𝑘 include transitions via con-
densation, deposition, sublimation, evaporation, etc. The explicit
parametrization of each process is taken directly from Amador
Herrera et al. [2021]. We further modify this equation to include
additional eddy mixing of temperature and hydrometeors. Then,
our general expression for the dynamics of potential temperature \̃
and mixing ratios 𝑞𝑎 is given by

𝐷𝜙

𝐷𝑡
= 𝑀𝜙 + 𝐷𝜙 , (9)

where 𝜙 represents a temperature or mixing ratio field, 𝑀𝜙 is the
usual microphysical term, and 𝐷𝜙 is a turbulence mixing variable.
In particular,𝑀\ represents the local change in temperature due to
water phase transitions, so it is given by

𝑀\ =
∑︁
𝑡

𝐿𝑡

𝑐𝑝
𝑋𝑎 , (10)

where the sum runs over all phase transitions, 𝐿𝑡 is the latent heat
of the transition, and 𝑋𝑎 the mass fraction of each hydrometeor.
From mixing length theory, it is known that the turbulent mixing of
fields acts as an enhanced diffusion process scaled by the turbulent
kinetic energy. For this reason, we use the prognosis equations

𝐷𝜙 =
𝜕

𝜕𝑥 𝑗

(
a𝑀

𝜕𝜙

𝜕𝑥 𝑗

)
, (11)

where the eddy mixing term a𝑀 explicitly models the influence of
turbulent kinetic energy on enhanced microphysical diffusion.

4.1.4 Vorticity Dynamics. In vector form, the first expression in
Eq. (4) can be written as

𝜕�̃�

𝜕𝑡
+ (�̃� · ∇) �̃� =

1
𝜌
𝐵�̂� + 𝑭 + 2`

𝜌
∇2�̃� − ∇𝑝 ,
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where we have grouped the turbulent and Coriolis terms in

𝑭 = 2a𝑇 𝜌∇2�̃� −
2
3
∇𝑘 + 𝜶 cor × �̃� .

Computing the curl on both sides of Eq. (4.1.4), we get the dynamic
equations for turbulent vorticity �̃� = (∇ × �̃�), written as

𝐷�̃�𝑧

𝐷𝑡
= �̃�ℎ · ∇ℎ�̃�𝑧 + �̃�𝑧

𝜕�̃�𝑧

𝜕𝑧
+ 𝑭

′
𝑧 , (12)

𝐷�̃�ℎ

𝐷𝑡
= �̃� · ∇𝒖ℎ + ∇ ×

(
𝐵�̂�

)
+ 𝑭

′

ℎ
,

where the subscripts 𝑧 and ℎ indicate the vertical and horizontal
components of a vector, respectively, and 𝑭

′
= ∇ × 𝑭 is the curl of

all fields included in 𝑭 . We see from the right-hand-side of Eq. (12)
that, for a velocity field that starts with no prescribed rotation, the
process of cyclogenesis is started by the tilting 𝝎 · ∇𝒗ℎ and mixing
𝑭
′
𝑧 parameters, which transform horizontal vortex lines into the

vertical vortex tubes that form a tornado. The production of vertical
vorticity, then, depends crucially on both turbulence mixing fields
and environmental wind-shear.

4.2 Two-Fluid Tornadic Parametrization
The process of tornadogenesis involves the development of several
vortex tubes in the wind field, even at zones where condensation
is not present. These tubes can be visualized and analyzed directly
by plotting 𝝎 [Orf 2019]. However, this approach does not capture
the expected visuals of a tornado made of dust and debris that got
inside the non-condensed vortexes. Instead, we use an approach
close to the Two-Fluid Model (TFM) of Liu et al. [2006], in which
a dust field is coupled to �̃� to enhance tornado visualization by
incorporating the movement of debris particles. Note, however, that
in TFM only the bottom tornadic region is considered, i.e., there is
no mesoscale or cloud simulation. Since the dust field �̃�dust does not
involve any microphysical change, but constant particles of radius
𝑟dust, we propose a zero-moment RANS, which reads

𝜌dust
𝐷 �̃�dust
𝐷𝑡

= adust∇2�̃�dust − ∇𝑝dust (13)

+ ∇ · 𝝉dust + 𝑭 dust +𝑚dust𝒈 ,

∇ · �̃�dust = 0 ,

with debris mass𝑚dust, viscosity adust, zero-moment Reynolds stress
𝝉dust, pressure 𝑝dust, density 𝜌dust, gravitational constant 𝒈, and
external forces 𝑭 dust. In particular, 𝑭 dust contains the coupling term
𝑭𝑐 between air and dust. The interaction is parametrized as

𝑭𝑐 = 𝜌dust
�̃�dust − �̃�
𝐶dust

, (14)

where the scalar 𝐶dust is computed as

𝐶dust =
𝑚dust

3𝜋𝑟dustadust

(
1 + Re

60
+ Re/4
1 +
√
Re

)
,

Re = 𝜌dust𝑟dust∥∇2�̃�∥/adust .
Finally, the zero-moment Reynolds stress is computed as

𝝉dust = 𝜌dust

 𝜕�̃�𝑑𝜕𝑧  𝑧2
𝑐2
𝑘

,

where 𝑧 is the altitude, and 𝑐𝑘 = 0.4 is the Von Kármán constant.

4.3 Cyclone Scheme
As opposed to tornadic phenomena, the primary energy source for
the genesis and maintenance of tropical cyclones is the latent heat
released by condensation of oceanic water [Holland and Merrill
1984]. In this sense, the large-scale motion in a hurricane consists
of an axis-symmetric forced circulation driven by the heat released
in convective cells. Based on this, we propose a numerical model
for the treatment of mesoscale cyclonic dynamics based on the
assumptions of axial symmetry and hydrostatic balance, similar
to planetary boundary layer (PBL) approaches [Moeng 1984]. In
cylindrical coordinates (𝑟,𝛾, 𝑧), we express the velocity using its
radial, tangential, and vertical components (�̃�rad, �̃�tan, and �̃�vert,
respectively), so that the RANS equations for a meridional plane are
given by

𝜕�̃�tan
𝜕𝑡
+ �̃�rad

(
𝛼cor3 +

𝜕�̃�tan
𝜕𝑟
+ �̃�tan

𝑟

)
+ �̃�vert

𝜕�̃�tan
𝜕𝑝

= (15)

= a𝑇∇2�̃�tan −
�̃�tan
𝑟2
+ 𝑔 𝜕𝜏

𝜕𝑝
,

�̃�tan

(
𝛼cor3 +

�̃�tan
𝑟

)
=

𝜕Φ

𝜕𝑟
,

where Φ the geopotential associated to the earth’s gravitational field.
Additionally, the conservation of energy in cylindrical coordinates
is expressed as

𝜕\̃

𝜕𝑡
+ �̃�rad

𝜕\̃

𝜕𝑟
+ �̃�vert

𝜕\̃

𝜕𝑝
=

𝑄

Π̃𝑐𝑝
+ a𝑇∇2\̃ +

𝑔

Π̃𝑐𝑝

𝜕ℎ

𝜕𝑝
, (16)

where ℎ is the vertical flux of sensible heat, and 𝑄 measures non-
adiabatic heating per unit mass and unit time. Moreover, the hydro-
static relation for the geopotential reads

𝜕Φ

𝜕𝑝
= −𝑅𝑑 Π̃

𝑝
\̃ . (17)

Finally, the mixing ratio relations are written as
𝜕𝑞𝜙

𝜕𝑡
+ �̃�rad

𝜕𝑞𝜙

𝜕𝑟
+ �̃�vert

𝜕𝑞𝜙

𝜕𝑝
= 𝑀𝜙 + 𝐷𝜙 + 𝑔

𝜕𝑚

𝜕𝑝
, (18)

where𝑚 represents the vertical flux of moisture. We describe the
mean stress tensor, as well as the fluxes of momentum, sensible
heat, and moisture using the usual prognosis equations for tropical
cyclones [Kepert 2010], given by

𝜏 = 𝜌𝑑 ∥�̃�∥�̃�tan ,
ℎ = 𝑐𝑝𝜌𝑑 ∥�̃�∥𝑇 ,

𝑚 = 𝜌𝑑 ∥�̃�∥𝑞𝑣 , (19)

𝑄 = 𝑐𝑝

(
Π̃\̃ −𝑇

)
.

Finally, to evaluate the derivatives with respect to pressure, we use
the chain rule and the radial pressure gradient

𝜕𝑝

𝜕𝑟
=
𝐵

𝑟

(
𝑅max
𝑟

)𝐵
exp

[
−

(
𝑅max
𝑟

)𝐵 ]
,

where 𝐵 = 0.5 is Holland’s radial pressure profile parameter [1980],
and 𝑅max is the maximum radius variable (with approximative val-
ues of 8 km for small storms, and up to 150 km for large hurricanes).
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ALGORITHM 1: Cyclogenesis Algorithm.

Input: Current system state (�̃�, �̃�𝑑 , 𝑘 , \̃ , �̃�𝑎 ).
Output: Updated system state.
Procedure:
𝑇 , 𝑝 ←− Update background temperature and pressure using either
input data or Eqs. (1) and (2).

𝑘 ←− Advect and diffuse turbulent energy 𝑘 .
a𝑇 ←− 0.2𝑠𝑘

√
𝑘 Update turbulent viscosity

a𝑀 ←− 3𝐶𝑒a𝑇 Update eddy mixing
𝑋𝑎 ←− �̃�𝑎/�̃�𝑎+1 Convert mixing ratio to mass fraction
𝐵 ←− Compute buoyancy force according to Eq. (7).
𝑭𝑐 ←− Update wind-debris interaction term following Eq. (14)
𝒘 ←− Advect vorticity as an independent field, according to Eq. (12).
�̃� ←− �̃� + 𝑩 + Δ𝑥𝑵 × 𝒘 Apply buoyancy and vorticity confinement
�̃� ←− Advect, diffuse, and pressure project the wind field
�̃�𝑑 ←− Advect, diffuse, and pressure project debris field
𝑀\ ←−

∑
𝑡
𝐿𝑡𝑋𝑎/𝑐𝑝 Compute temperature change

𝜙 ←− 𝜙 +𝑀𝜙 +𝐷𝜙 Turbulent Microphysics
𝜙 ←− Advect and diffuse additional fields
end

ALGORITHM 2: Mesoscale Cyclone Algorithm.

Input: Current system state (�̃�, �̃�𝑑 , 𝑘 , \̃ , �̃�𝑎 ).
Output: Updated system state.
Procedure:
𝑇 , 𝑝 ←− Update background temperature and pressure using either
input data or Eqs. (1) and (2).

𝑘 ←− Advect and diffuse turbulent energy 𝑘 .
a𝑇 ←− 0.2𝑠𝑘

√
𝑘 Update turbulent viscosity

a𝑀 ←− 3𝐶𝑒a𝑇 Update eddy mixing
𝜏,ℎ,𝑚,𝑄 ←− Update moisture, momentum, and sensible heat fluxes
using Eq (19).

𝑋𝑎 ←− �̃�𝑎/�̃�𝑎+1 Convert mixing ratio to mass fraction
𝐵 ←− Compute buoyancy force according to Eq. (7).
𝒘 ←− Advect vorticity as an independent field, according to Eq. (12).
�̃� ←− �̃� + 𝑩 + Δ𝑥𝑵 × 𝒘 Apply buoyancy and vorticity confinement
�̃� ←− Advect and diffuse the wind field following Eq. 15
\̃ ←− Advect and diffuse potential temperature following Eq. (16)
𝜙 ←− 𝜙 +𝑀𝜙 +𝐷𝜙 Turbulent Microphysics
𝜙 ←− Advect and diffuse additional fields according to Eq. (18)
end

5 ALGORITHMICS
In the following, we provide details for the numerical integration
procedure, including the setup of our discretization scheme, bound-
ary conditions, and solver. Our tornadic and cyclone frameworks
are summarized in Algorithm 1 and Algorithm 2, respectively.

5.1 Numerical Integration
The turbulent heat, water, and fluid dynamic models described in
the previous section provide the basis for the implementation of our
cyclone simulation framework.

5.1.1 Mesh Structure. We set up a staggered 3D voxel space using
an uniform grid scale Δ𝑥 , and set 𝑠𝑘 = (Δ𝑥Δ𝑦Δ𝑧)1/3 = Δ𝑥 . We store
the current state of our atmospheric system in this grid: velocity
fields �̃� and �̃�dust are stored at the faces, while turbulent kinetic

energy 𝑘 , mixing ratios 𝑞𝑎 , potential temperature \̃ , and vorticity
�̃� are stored at the center. Additionally, we discretize all the de-
rivative operators using centered finite differences, as shown in
Appendix A.4. To account for ground conditions, e.g., temperature,
water content, and pressure, we also include a 2D uniform grid
using the same scale Δ𝑥 , as well as a height map H : (𝑥1, 𝑥2) →
H(𝑥1, 𝑥2) such that the ground mesh is embedded in the 3D space
as 𝜕Ωbottom = (𝑥1, 𝑥2,H(𝑥1, 𝑥2)) ∈ Ω. To update the terms involv-
ing material derivatives, we use a semi-Lagrangian scheme, while
quantities that are updated directly, e.g., mixing coefficients and
atmospheric profiles, are computed on the fly.

5.1.2 Implementation. First, the subgrid kinetic energy 𝑘 is ad-
vected while no-slip conditions are set at the bottom, and free-slip
boundaries at the ceiling and walls. After updating the eddy co-
efficients, heat transfer and microphysical terms, we compute the
relevant fields that control the forces acting on the velocity field
(e.g., buoyancy for tornadic phenomena and also sensible heat fluxes
in the case of mesoscale cyclones). Then, the wind field is advected
followed by the integration of viscosity-related effects by solving the
corresponding diffusion process [Stam 1999]. For the advection pro-
cess, we employ the same boundary conditions as those for subgrid
kinetic energy. Finally, when updating the potential temperature
and hydrometeor particles through their material derivatives, we
set \̃ to the ambient temperature at the boundary; additionally, pe-
riodic boundary conditions are used for vapor 𝑞𝑣 , and all the other
hydrometeors 𝑞𝜙 are set identically to zero at the sides. For our
hurricane scheme, we set 𝑣 to zero at the origin 𝑟 = 0, as well as
𝜕\̃/𝜕𝑟 = 𝜕𝑞𝜙/𝜕𝑟 = 0. The surrounding 𝑟max conditions are set the
same as in rectangular coordinates. Finally, for the debris field �̃�𝑑
we set Dirichlet boundaries at the bottom (the amount of dust in the
ground), periodic conditions at the sides, and free-slip at the top.

5.1.3 Vorticity Confinement. We implement vorticity confinement
to mitigate the effects of numerical dissipation. However, we found
that by updating the vorticity for the confinement process using
Eq. (12) instead of the usual numerical cross product, the quantita-
tive results of angular velocity for hurricanes were closer to real
measurements (Figures 23 and 24) without requiring fine-tuning.
Specifically, we treat the vorticity as an additional field that is added
to the wind velocity via confinement with a force 𝒇𝒘 = Δ𝑥𝑵 ×𝒘 ,
where 𝑵 = ∇[/|∇[ | and [ = |𝒘 |. Note that, since we only use the
vorticity to reduce numerical dissipation and not to reconstruct the
velocity field, the momentum equation is only advected one time,
and we do not need to solve additional stream functions.

5.1.4 Numerical Solver. In both of our cyclone generation schemes,
we use a one-moment turbulence approach based on computing the
contribution of subgrid turbulent energy to the average turbulent
atmospheric flow. Additionally, our microphysics scheme also com-
putes averaged quantities over ensembles of particles that would be
otherwise resolved at a subgrid scale. Given this multi-scale nature
of our framework, a natural path to solve our RANS formulation in
a highly efficient manner is to use a state-of-the-art algebraic multi-
grid (AMG) solver, Specifically, we use the AMGCL solver proposed
by Demidov [2019], which is able to efficiently solve large sparse
linear systems.
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Fig. 5. Schematic representation of possible boundary conditions for the ve-
locity field. Previous schemes for the visual simulation of tornadoes depend
heavily on a priori rotation conditions (a). In contrast, our physically based
model can produce vortex motion even when rotation is not prescribed at
the boundary (b) and also with dynamic conditions like inlet gravity waves
(c).

Fig. 6. We incorporate oceanic water masses into our framework by coding
different zones in the mesh via material maps using satellite data of the
region of interest. These images are, from left to right, top to bottom: The
satellite image, water content map, surface temperature map, and heat
capacity map.

5.2 Dynamic Boundary Conditions
In general, cyclonic schemes for the efficient visual simulation of
tornadic phenomena heavily rely on the boundary conditions of �̃�
for the generation of vorticity. In consequence, it is customary in
these methods to adopt fixed no-slip and Dirichlet boundaries at the
sides, top and bottom of the mesh to generate an a priori rotational
field [Ding 2005]. This approach has been useful to simulate different
tornadic phenomena, e.g., the simulation of destructive tornadoes by
Liu et al. [2007], but it restricts both the domains and cyclonic effects
that can be modeled. In contrast, our physically inspired model
can produce vorticity even when rotation is not prescribed at the
boundary. As shown in Figure 5, we use two types of boundaries at
the lateral walls of the domain: Incoming wind shear𝑾 = (𝑈 ,𝑉 , 0)
from two opposite sides, which fuels a sustained turbulent flow, and
dynamic boundaries, like inlet gravity waves. We parametrize inlet
conditions using a periodic wave form

�̃�ℎ =𝑊 exp [𝑖 (𝑘1𝑥 + 𝑙1𝑦 − 𝜔1𝑡)] , (20)

where the wave-numbers 𝑘1, 𝑙1, 𝜔1 are fixed parameters that deter-
mine the specific form of the impulse. Then, we take the real part
of this inlet wave into the boundary condition. For hurricane simu-
lations, the distribution of humidity 𝑞𝜙 at ground level determines
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Fig. 7. We enable dynamic boundaries by streaming real-datameasurements
of cyclone events. For instance, (left) the velocity at the 𝑟 = 5 km boundary
from the center of the cyclone is used for simulations of the hurricane
eye, while (right) temperature profiles are streamed as ground boundaries
(by fixing 𝑇𝐺 (𝑥, 𝑦) = 𝑇profile − Γ𝑧profile) for simulating the whole cyclone
structure. Additional time-dependent profiles for humidity and pressure can
be streamed into our framework analogously. These plots are reproduced
using data from Kossin and Eastin [2001].

the regions where vorticity is further enhanced via flux of heat. The
pivotal role of latent heat release for hurricane development has
been verified before both numerically [Drennan et al. 2007] and
experimentally [Rodgers et al. 1998]. We incorporate this into our
model by prescribing oceanic water content by color-coding differ-
ent zones in the domain with material maps, as shown in Figure 6.
We use four maps to encode, respectively, surface temperature 𝑇𝐺 ,
humidity 𝑞𝑣 , heat capacity 𝑐𝑝 , and the presence of oceanic water.
The development and subsequent decay of cyclonic phenomena
depend not only on the local turbulent transport of heat and water,
but also on global weather conditions, which we incorporate as the
boundary values of incoming winds, temperature, pressure, and
humidity in the environment. To simulate global changes in the
environment surrounding the cyclone, we enable the dynamical
change of our boundary conditions. For incoming winds, the time-
dependence is directly encoded in𝑾 =𝑾 (𝑡), e.g., for periodic wave
forms as discussed before, or simply by reducing the wind shear
intensity over time. Additionally, we use dynamic boundary values
when streaming real-data measurements into our framework. For
instance, for the simulation of specific hurricane events like Katrina
and Diane, we directly stream as boundary conditions real mea-
surements of temperature, pressure, and surrounding wind shear
profiles that were taken during the evolution of those cyclones. This
is illustrated in Figure 7.

6 RESULTS
In this section, we present a variety of results simulated with our
C++/CUDA framework implemented as described in the previous
section. Table 1 provides an overview of the different scenes pre-
sented throughout this section, including relevant parameters. Com-
putation times listed in Table 1 aremeasured using anNVIDIA®GTX
2080 Ti, with double precision floating point arithmetic.

6.1 Vortex Generation
First, we validate the different components of our cyclogenesis frame-
work by comparing the generation of vortex phenomena with dif-
ferent approaches.
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Table 1. Overview of the relevant parameters used in the scenes presented
in this paper. For all scenes, a constant time step size of Δ𝑡 = 5 min is
used. Parameters are listed in [𝑇𝐺 ] = 1◦C, [𝑞𝑔𝑟 ] = 1 kg kg−1, and [𝑊 ] =
1 kmhr−1. Identical parameter values 𝜌𝑑 = 2500 kgm−3, 𝑐𝑘 = 0.4, Γ =

−6.5 K/km, and 𝑧1 = 8 km are used in all simulations. Resolution (R) and
runtime (T) in seconds per frame are listed.

Fig. Scene 𝑇𝐺 𝑞𝑔𝑟 𝑊 𝐶𝑒 R T

1 Hurricane 19 0.90 150 0.8 800 × 64 × 800 0.15
8 Vortex Generation 22 0.80 30 0.4 512 × 128 × 512 0.11
9 Turbulence Comparison 22 0.80 30 0.4 512 × 128 × 512 0.11
10 RANS Comparison 22 0.80 30 0.4 512 × 128 × 512 0.11
11 Tornado Comparison 22 0.85 30 0.4 512 × 128 × 512 0.12
12 Hurricane Comparison 19 0.95 180 0.7 512 × 128 × 512 0.13
14 Parameter Space 21 0.80 – – 512 × 128 × 512 0.11
15 Rope Tornado 21 0.82 30 0.4 512 × 128 × 512 0.11
15 Funnel Tornado 21 0.84 150 0.4 512 × 128 × 512 0.11
15 Wedge Tornado 26 0.82 300 0.6 512 × 128 × 512 0.13
15 Bowl-Shape Tornado 18 0.86 200 0.5 512 × 128 × 512 0.12
15 Landspout 17 0.75 50 0.5 512 × 128 × 512 0.11
15 Multi-Vortex Tornado 15 0.89 250 0.8 512 × 128 × 512 0.14
17 Dust Devil 22 0.20 150 0.5 512 × 128 × 512 0.11
21 Tornadogenesis 18 0.81 200 0.6 512 × 128 × 512 0.13
22 Tornado Transition 18 0.81 200 0.6 512 × 128 × 512 0.14
19 Hurricane Eye 19 0.90 150 0.8 800 × 64 × 800 0.16

Fig. 8. Simulation using non-rotational wind shear at the walls, correspond-
ing to Figure 5 (b), using the weatherscapes model (left) and our framework
(right). The emergent vortex formation is only possible in our extended
model.

6.1.1 Turbulent Microphysics. As demonstrated in Figure 8, the
weatherscapes framework of Amador Herrera et al. [2021] is not able
to generate vortexes unless explicit rotational boundaries are speci-
fied. Moreover, even with prescribed rotation, the tornado generated
by weatherscapes is less visually appealing because it lacks subgrid
details caused by both tilting and turbulence effects, as shown in
Figure 10. These experiments show the advantages of explicitly mod-
eling turbulent microphysics phenomena for simulating cyclonic
motion in the atmosphere.

6.1.2 One-Moment RANS. Previous tornadic schemes [Ding 2005;
Liu et al. 2007] are able to capture interesting vortex dynamics of
tornadoes using a zero-moment RANS formulation for turbulent
dynamics. However, these schemes model only the lower part of
the tornadic region, and do not take into account the associated
rotating supercell. In Figure 10, we show the simulation of a rotating
cluster of clouds using a zero-moment closure and our model. The
inclusion of turbulent microphysics enables us to formulate a one-
moment closure system which, in turn, eliminates the artifacts at
the boundaries of the cluster.

Fig. 9. Simulation of a tornado formed by fully rotational boundary con-
ditions using the weatherscapes model (left) and our framework (right). In
their model, there is no tilting of vorticity nor turbulence modeling. Hence,
there is no generation of vertical vorticity, which is necessary to resolve
additional structural details of the tornado.

Fig. 10. When simulating the rotation of both supercell and its associated
tornado, considering a zero-equation approach for RANS generates artifacts
at the boundaries (left), while our one-equation model closed with turbulent
microphysics consistently handles rotational supercells (right).

6.1.3 Force-Driven Approach. Outside ofweather phenomena,many
efforts have been made to incorporate turbulent dynamics into vi-
sual simulations. In particular, the MacCormack scheme [Selle et al.
2008] is close to our framework as it is built on top of the usual
semi-Lagrangian solver for smoke motion while incorporating a
second-moment closure for turbulence. In Figure 11, we compare
the simulation of a tornado with our framework and a force-driven
approach using the MacCormack scheme. In order to ensure a fair
comparison, we use the same boundary conditions at the sides and
top of the domain, while the bottom boundary in the force-driven
case is set to a vertical shear𝑊 �̂� around the inlet to simulate the
buoyancy in the atmosphere.
While the force-driven simulation is able to produce interesting
subgrid turbulence, as in Liu et al. [2007], it does not capture the
global shape of the tornado, including the parent supercell, because
the formation of these atmospheric structures is governed not only
by wind motion but also by phase transitions at the microphysical
level (e.g., different cloud types vary in their particle compositions
[Amador Herrera et al. 2021]). Moreover, the process of cyclogenesis
is not reproduced correctly by the force-driven approach because it
generates the vortex from bottom to top following the wind field.
In contrast, the tornado in our model grows from top to bottom,
following the direction of condensation, even though the wind field
is moving upwards. Analogously, the force-driven approach can be
used to simulate a mesoscale vortex but, as demonstrated in Fig-
ure 12, it is not able to reproduce the eye structure of a hurricane.
In Figure 13, we show quantitative measurements of these experi-
ments. In summary, we observe that a turbulent force-driven model
can simulate wind fields similar to those encountered in atmospheric
cyclones but the lack of microphysical phase transitions impacts
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Fig. 11. Time evolution (from left to right) of a tornado simulated using our
framework (top) and a force-driven approach (bottom). Since it does not
model the different microphysical phase transitions in the atmosphere, the
force-driven scheme is not able to reproduce the process of cyclogenesis nor
the global tornadic structure, including the parent supercell.

Fig. 12. Hurricane simulated using our framework (left) and a turbulent
force-driven approach (right). The lack of microphysical modelling in the
force-driven approach forms a hurricane without an eye region, where the
atmospheric temperature and pressure stops cloud condensation.

the final global geometry of the vortex (Figure 12) and the vertical
cloud fraction profiles (Figure 13).

6.2 Vortex Control
Our physically based model enables us to easily control the simula-
tion of vortex dynamics via a lightweight canonical parameter set. In
particular, while the temperature and water content determine the
final cloud geometry, the number and strength of vortex tubes can
be easily controlled via the turbulence or mixing coupling constant
𝐶𝑒 , and the boundary wind shear magnitude | |𝑾 | |. More intense
winds generate greater angular velocities, while higher values of
the turbulence constant increase the number of vortexes.

6.3 Tornado Types
As demonstrated in Figure 15, our framework is able to simulate
different types of tornadoes caused by the complex interplay of a
turbulent atmosphere, microphysical phenomena, and wind shears:
(a) Using low eddy mixing coefficients𝐶𝑒 as well as low shear | |𝑾 | |
forms relatively uniform and dense cold clouds that trigger small
vortex tubes beneath them. Some of these tubes carry the neces-
sary pressure and temperature conditions to generate condensation
along their path, which in turn creates small rope tornadoes. (b,
c) Increasing the shear while maintaining relatively low mixing
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Fig. 13. Different measurements from the simulations presented in Fig-
ures 11 and 12. The force-driven scheme is able to reproduce wind fields
similar to those encountered in an atmospheric cyclone (top, cross sections
𝑦𝑧 and 𝑥𝑧 of the wind field in normalized coordinates). However, it does
not capture the amount of cloud matter (i.e., the average cloud fraction
in the 𝑧-axis) in the atmosphere, which depends also on microphysical
phase changes. This is the case for both tornadic (bottom-left) nor hurri-
cane (bottom-right) phenomena. The plot of cloud fraction for the tornado
includes a reproduction of the supercell simulation (without tornado) of
Hädrich et al. [2020] for comparison.

Fig. 14. Parameter space exploration varying the eddy mixing coefficient
𝐶𝑒 and wind shear | |𝑾 | | . Atmospheric parameters are identically set to
𝑇𝐺 = 21◦𝐶 , and 𝑞𝑣 = 0.8. Stronger winds and greater eddy coefficients
result in more vortex tubes and greater vorticity in general.

coefficients introduce enough turbulence into the system to sustain
a greater vortex tube of condensation and debris that is captured
from the ground, forming a cone or funnel tornado. (d, e) When
we further increase 𝐶𝑒 , the vorticity field generates multiple small
vertical vortex tubes that are combined into a single large eddy of
condensation and precipitation around it in the form of rain. These
wider eddies are called wedge tornadoes, and are usually within
the EF4-EF5 category on the Enhanced Fujita scale. (f) Decreasing
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the temperature while increasing the amount of humidity 𝑞𝑣 in the
atmosphere enables us to simulate the base of mixed-phase cumu-
lonimbus clouds where vorticity is present at the rotating base but
pressure and temperature conditions do not allow condensation at
such altitudes, which results in a bowl-shaped tornado. (g) Increas-
ing the mixing coefficients in this conditions enables some vorticity
tubes to travel down the atmosphere even when they transport no
condensation. When such a tube reaches the ground, it may trap
debris around it, which allows to visualize part of the vortex con-
necting the ground and the base of the cloud. This phenomena is
commonly known as landspout. (h) Increasing both wind-shear and
eddy mixing enables us to simulate strong turbulence dynamics that
can sustain multiple-vortex tornadoes at the base of the cumulonim-
bus.
An additional benefit of a physically-based model over turbulent
force-driven schemes is that we can compute the value of diverse
atmospheric quantities and compare against real data. For instance,
in Figure 16 we show the correlation between the Bulk Richardson
Number (BRi) – a ratio of buoyancy to vertical shear – and the Storm
Relative Enviromental Helicity (SREH) – a measure of the stream-
wise vorticity within the inflow environment of a convective storm –
with the intensity of a tornado in the Enhanced Fujita scale, and how
our computations compare with the data measured by Colquhoun
and Riley [1996] and later extended by Anderson-Frey et al. [2019].
For the comparisons, we simulated thirty funnel tornado events
per Enhanced Fujita category, while varying the velocities within
the velocity range of real events. Our simulation results match the
observed correlations in real tornadoes. The computations of BRi
and SREH are detailed in Appendix A.3.

6.4 Dust Devils
Similar to landspouts, dust devils are ground-based whirlwinds that
spin upward, in contrast to tornadoes that spin downward from the
base of a cloud. The main difference between these two types of
vortexes is that, while landspouts are formed below a supercell and
travel upwards following a non-condensed vortex tube, dust devils
typically form on clear days when warm air rises into cooler air
above, which generates a vortex spinning from the ground upward.
Our vorticity dynamics model can simulate different whirlwind
phenomena not only at different scales but also made up of different
types of matter: Condensed water in the atmosphere, debris trapped
in vortex tubes, and dust. In particular, dust devils can be easily
generated by our framework since we already simulate the turbulent
flow of heat in the atmosphere. This is demonstrated in Figure 17,
where we input wind-shear over a dusty terrain, generating a well-
formed and short-lived whirlwind.

6.5 Tornado Life Cycle
We reproduce the process of tornadogenesis and tornado decay,
as shown in Figure 21, by first setting up a mature thunderstorm,
and, afterwards, let a wind-shear evolve so that the rotating cumu-
lonimbus generates a tornado on its base. Once the non-local shear
at the boundary ceases to exist, the tornado decays and gradually
dissipates. Additionally, we are able to simulate the transition be-
tween tornado types, as shown in Figure 22, where a wedge tornado

evolves into a funnel structure until it disappears since it lacks the
energy to sustain the vortex field.

6.6 Mesoscale Cyclones
To evaluate the mesoscale counterpart of our scheme, we carry out
different validation experiments of hurricane phenomena.

6.6.1 Gravity Waves. We simulate the formation of large-scale vor-
tex phenomena generated by gravity waves in the atmosphere, as
shown in Figure 18. Our framework is able to capture the initial
stages of hurricane formation, including the transition from local
disturbances to a sustained rotational field. As discussed before, our
one-moment RANS formulation is able to handle dynamic bound-
aries with incoming impulses.

6.6.2 Hurricane Eye. Next, we focus on the very center of the hurri-
cane, which enables us to visualize the so-called hurricane eye. This
region of the cyclone, shown in Figure 19, using atmospheric profiles
from hurricane Diane (which occurred in August 1995 and has been
the first Atlantic hurricane to cause more than an estimated one
billion in damage), consists of a roughly circular area surrounded
by the eyewall, which is a ring of clouds that rotate about the vortex.
Inside the eye, the pressure can be as low as to stop condensation,
which enables the formation of relatively clear skies inside of it. A
photographic comparison is also shown in Figure 20.
Quantitatively, we compute the angular velocity from the eye to the
radius of maximum wind (RMW) along the pressure isosurface of
850 mb (around 1.5 km from the ground). We make two measure-
ments: At 𝑡 = 0.5 h and 3 h, respectively. As shown in Figure 24,
our framework is able to reproduce the observed regimes of angular
velocity for this hurricane event [Kossin and Eastin 2001]. Note,
that we used multiple runs to account for the uncertainty in the
measured profiles for this event. Moreover, in Figure 23, we compare
one test run for this experiment using our direct vorticity update
and the usual cross-product vorticity confinement as in Amador
Herrera et al. [2021]. Our scheme produces less numerical dissipa-
tion, which is crucial for quantitative comparisons against observed
data.

6.6.3 Sea Temperature. Finally, we analyzed the effect of surface
sea temperature (SST) on the decay of hurricanes after landfall,
i.e., when they hit land. For this, we generated four hurricane events
with surface temperatures 𝑇𝐺 from 26.85◦ C to 29.85◦ C, and mea-
sured their velocity profiles while traveling towards the land and
decaying after hitting the coast. The results, depicted in Figure 25,
show that, for greater levels of SST, the decay rate is slower, which
means the hurricane is sustained for a longer time in land even
after latent heat from the ocean has stopped fueling the vorticity
of the cyclone. The values of hurricane decay obtained using our
framework match the behaviour and value range of state-of-the-art
data analysis [Fogarty et al. 2006; Li and Chakraborty 2020].

6.7 Weather Nowcasting
Finally, we streamed a full set of diverse atmospheric measurements
(shear, temperature, pressure, and humidity) from weather radar
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Fig. 15. Variations of different types of tornadoes simulated using our framework (top) and corresponding photo comparisons (bottom): Rope (a), funnel (b, c),
wedge (d, e), bowl-shape (f), landspout (g), multi-vortex (h).
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Fig. 16. We simulate thirty funnel tornado events per Fujita category, with
varying velocities to match the velocity range of observed events. The corre-
lations between tornado intensity with the Bulk Richardson Number (BRi)
and Storm Relative Enviromental Helicity (SREH) match the real measure-
ments of Anderson-Frey et al. [2019].

data2 into our framework to simulate hurricane dynamics in real-
time, enabling nowcasting. In particular, we simulated the time
evolution of hurricane Katrina (August 2005), as demonstrated in
Figure 1. Note, that for projecting this large-scale simulation onto
the spherical surface of the earth, we streamed the different global
atmospheric parameters as dynamic boundary conditions (see Sec-
tion 5.2), and solved our RANS system on a co-moving mesh to
reflect the translation of the center of rotation.

2Data taken from the www.ventusky.com service.

Fig. 17. Our vorticity dynamics scheme is able to simulate general vortex
phenomena at different scales and within diverse contexts: Inside a supercell,
from debris that got inside a vortex tube, and dust in the ground. In this
simulation, a dust devil vortex (time evolution from left to right, top to
bottom) is generated by the encounter of warm wind-shear with cool air in
the atmosphere.

7 DISCUSSION
Our physically-based scheme describing the process of cyclogenesis
enables the realistic simulation of multiple atmospheric vortex phe-
nomena at different spatial and temporal scales. Note, that there are
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Fig. 18. Time evolution (from left to right) of an inlet gravity wave, from the
top corner of the domain, which later evolves into a hurricane formation.

Fig. 19. One characteristic feature of mesoscale cyclones is the hurricane
eye at the center of the vortex. Inside of this region, relatively weak winds
and low pressure generate relatively clear skies.

Fig. 20. Hurricane eye simulated using our hurricane module (left), and
corresponding photo comparisons (right).

Fig. 21. Temporal evolution (from left to right) of the formation and subse-
quent decay of a cone tornado formed at the base of a rotating supercell.

many complex atmospheric models tailored for highly specialized
computations of very specific weather phenomena and, while built
based on principles from atmospheric science and fluid dynamics,

Fig. 22. Temporal evolution (from left to right) of a wedge tornado into a
funnel geometry and its subsequent decay. Our principled approach for sim-
ulating tornadic phenomena enables us to reproduce the dynamic evolution
and decay of tornadoes.
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Fig. 23. We compare the angular velocity of hurricaneDiane using our direct
vorticity update (blue) and the cross-product confinement (purple) as in
Amador Herrera et al. [2021]. Our model produces less numerical dissipation,
which is an important factor for comparisons against real data.

10 5 0 5 10
Distance From RMW (km)

20

25

30

35

40

45

50

(1
0

4 s
1 )

Test Runs
Mean
Kossin [2001]

10 5 0 5 10
Distance From RMW (km)

20

25

30

35

40

45

50

(1
0

4 s
1 )

Test Runs
Mean
Kossin [2001]

Fig. 24. For our simulation of the eye of hurricane Diane, we measure
the angular velocity along the pressure isosurface of 850 mb from the eye
(negative axis) to the radius of maximumwind (RMW), and further distances
(positive axis). Both results, for 𝑡 = 0.5 h (left) and 𝑡 = 3 h (right), match the
eye regimes observed by Kossin and Eastin [2001] for this hurricane event.
We used multiple test runs with different boundary wind shears (±5ms−1)
to account for the uncertainty in the measured shear profiles, and also plot
the mean values.
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Fig. 25. We simulate multiple hurricane phenomena with different surface
temperatures to measure the effect of SST on hurricane decay after striking
land. Left:We find that greater SST generate cyclones that last longer on land.
Right: Reproduction of the results obtained by Li and Chakraborty [2020] for
reference. Our scheme is able to match the behaviour of highly specialized
atmospheric circulation models.
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Fig. 26. Comparison of the path taken by hurricane Katrina (background
map, points), as measured by the National Hurricane Center (NHC), and
our simulation results (red path). Streaming real-time weather data into our
framework allows us to enable nowcasting of real weather phenomena.

our model works under specific assumptions, modifications and cou-
pling between processes in such a way that it encompasses a more
general and efficient scheme for the turbulent transport of heat and
water in the atmosphere, including different hydrometeors. The ex-
plicit parametrization of the underlying physical processes at play in
vorticity dynamics and turbulent heat and water continuity enables
us to capture the formation, development, and decay of vortex tubes
at both supercell-scale and mesoscale. In turn, we are able to simu-
late diverse cyclonic phenomena, such asmulti-vortex cyclones, rope
tornadoes, and hurricanes, as well as reproducing the cyclogenesis
of multiple types of tornadoes resulting from the rotation of a parent
supercell, e.g., wedge, funnel and bowl-shaped tornadic phenomena.
Additionally, our two-fluid coupling scheme is able to capture tor-
nadic phenomena that occurs at regions where condensation is not
present but where vorticity generates vortex tubes, e.g., during the
formation of dust devils, landspouts, and the base of a cone tornado.
Furthermore, our method captures the emergent dynamics of hurri-
canes, which can be used not only for reproducing key geometrical
characteristics of these type of cyclones like, for instance, the eye
of the hurricane, but also for analyzing the effects of different at-
mospheric and ground conditions on hurricane development and
dissipation. Finally, our framework is able to generate hurricanes
based on streamed weather data, enabling nowcasting. This provides
a new way of interacting with real-world phenomena, in particular
when used in virtual and augmented reality applications.

Limitations and Future Work. Our framework can be extended
in various directions. First, multiple eyewalls may emerge within
strong tropical cyclones, and under certain circumstances, the inner
eyewall can even be replaced by an outer eyewall. This replacement
cycle has not been addressed so far. Additionally, the ground plays
an important role in our simulations in terms of boundary values
for temperature, pressure, and water content, but it does not react to
the velocity field. In particular, coupling interactive domains would
enable us to more realistically capture the destructive character of
strong vortex tubes. Moreover, other physical processes that play

an important role in the development of atmospheric conditions
could be explored and incorporated into our framework, e.g., vege-
tation feedback and lightning strikes. Finally, our cyclone scheme is
limited to hurricanes with a single main rotation axis. It would be
interesting to explore a more general formulation that would allow
the simulation of mesoscale phenomena with multiple cyclones, e.g.,
the Fujiwhara Effect of colliding hurricanes.

8 CONCLUSION
We have proposed a novel physically-based model for the efficient
and comprehensive simulation of turbulent phenomena in the atmo-
sphere. Our approach explicitly models and integrates vorticity and
turbulent multi-physics by parametrizing and coupling the underly-
ing microphysical, fluid, and heat dynamics processes that generate
vortexes at different scales. We have shown that our framework is
capable of simulating the dynamic emergence, development, and
dissipation of cyclonic phenomena, including different types of tor-
nadoes and hurricane events. Furthermore, we have validated our
scheme by performing multiple comparison experiments against
both state-of-the-art and real data from storm soundings and radar
technologies. The results of these validation experiments show that
our scheme improves the visual simulation of cyclones and is able to
reproduce similar results as those obtained from highly specialized
atmospheric models, while still being a comprehensive and efficient
framework that can be used for generating immersive virtual envi-
ronments.
Future work in this direction includes exploring more complex hur-
ricane dynamics that take into account the interaction of multiple
eyewalls at the center of the hurricane, and the implementation of
a more complex coupling between vortexes and the surrounding
terrain. In this sense, it would be interesting to incorporate destruc-
tible domains that affect the dynamics of cyclones. Finally, there
are multiple physical processes like vegetation feedback, lightning,
etc., that we currently do not take into account but that play an
important role in cyclonic phenomena. Integrating these effects
into our framework would enable the simulation of more complex
scenes.

A APPENDIX

A.1 Table of Symbols
Table 2 provides an overview of parameters and variables, including
its numerical values and units, in order of appearance.

A.2 Tensor Notation
Using this notation, a tensor is represented by its indices, with
the rule that a sum is performed for every repeating index. For
instance, the dot product of two vectors 𝒂 and 𝒃 is written as
𝑎𝑖𝑏𝑖 = 𝑎1𝑏1 + 𝑎2𝑏2 + 𝑎3𝑏3. Other useful operations include the
cross product, written as 𝑐𝑖 = 𝜖𝑖 𝑗𝑘𝑎 𝑗𝑏𝑘 , and matrix multiplication,
which in this notation reads 𝐶𝑖 𝑗 = 𝐴𝑖𝑘𝐵𝑘 𝑗 , for matrices 𝐴 and 𝐵. In
the context of differential operators, the same rules apply for vectors
of differentials. For instance, the divergence of a vector function 𝒖
reads ∇ · 𝒖 = 𝜕𝑢𝑖/𝜕𝑥𝑖 .
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Table 2. List of different symbols (in order of appearance) used in our model
and their typical values for simulation. Note that quantities without a shown
value correspond to dynamic parameters computed at simulation time.

Symbol Name Value Units

𝒙 = (𝑥,𝑦, 𝑧) Cartesian Coordinates – m
𝑎 Hydrometeor Index: vapor 𝑣 , rain 𝑟 , etc. – –
𝑞𝑎 Mixing Ratio of 𝑎 – kg kg−1
𝑇𝐺 Temperature at Ground Level 293.15 K
Γ0 Lapse Rate −6.5 · 10−3 K m−1
Γ1 Second Lapse Rate 6.5 · 10−3 K m−1
𝑧1 Inversion Altitude 8000 m
𝑝 Atmospheric Pressure – Pa
𝜌𝑑 Density of Dry Air 2500 kgm−3
𝑅𝑑 Gas Constant of Dry Air 0.287 J K−1g−1
Π Non-dimensional Pressure – 1
𝑝𝐺 Pressure at Ground Level 1.013 · 108 Pa
\𝑣 Virtual Potential Temperature – K
\ Potential Temperature – K
𝒖 Wind Velocity – ms−1
` Dynamic Viscosity 1.465 kgm−1s−1
a𝑇 Turbulent Viscosity – m2s−1
𝑘 Turbulent Kinetic Energy – m2s−2
𝑠𝑘 Subgrid Scale – m
𝐶𝜖 Ventilation Coefficient 0.2 1
a𝑀 Eddy Mixing – m2s−1
𝐶𝑒 Mixing Constant 0.1 1
𝐵 Buoyancy Acceleration – m s−2
𝜶 cor Coriolis Term (0, 0.2, 0) ms−2
𝑀𝜙 Microphysical Phase Change – kg kg−1 s−1

𝐷𝜙 Microphysical Turbulent Term – kg kg−1 s−1

𝐿𝑡 Latent Heat Index: fusion 𝐿𝑓 , etc. – kJ kg−1

𝐿𝑣 Latent Heat of Vaporization 2260 kJ kg−1
𝐿𝑓 Latent Heat of Fusion 334 kJ kg−1

𝐿𝑠 Latent Heat of Sublimation 2838 kJ kg−1
𝑋𝑎 Mass Fraction of 𝑎 – kg kg−1
𝜌dust Dust Density 490 kgm−3
𝑚dust Dust Mass 7.5 · 10−10 kg
𝑟dust Dust Radius 7.1 · 10−5 m
a𝑇 Dust Viscosity 1.285 kgm−1s−1
𝑐𝑘 Von Karman Constant 0.4 1
𝒙 = (𝑟, 𝛾, 𝑧) Cylindrical Coordinates – m
Φ Earth’s Geopotential – m2s−2
ℎ Flux of Sensible Heat – Jm−2 s−1
𝑚 Vertical Flux of Moisture – Kgm−2 s−1
𝑄 Non-adiabatic Heating – J
𝐵 Holland’s Radial Parameter 0.5 1
𝑅max Maximum Storm Radius 150 km

A.3 Thermodynamic Variables
For comparing against real data, we compute two additional thermo-
dynamic variables of storms. Specifically, the Bulk Richardson Num-
ber (BRi) and the Storm Relative Environmental Helicity (SREH).
For the BRi, we simply use

BRi =
(𝑔/𝑇𝑣) \𝑣d𝑧
(Δ𝑈 )2 + (Δ𝑉 )2

,

with gravity acceleration 𝑔, absolute temperature 𝑇 , potential tem-
perature \𝑣 , layer size d𝑧, and wind shear in the layer Δ𝑈 and Δ𝑉 .
Following real measurements, we computed the BRi at the 1 km
layer. For the environmental helicity, we compute

SREH =

∫ ℎ

0

(
�̂�
𝜕 | |𝑾 | |
𝜕𝑧

)
· (𝑾 − �̃�) d𝑧 ,

with vertical unit vector �̂� , wind shear 𝑾 , and storm velocity �̃�.
Again, according to measurements, we integrate at an altitude of
ℎ = 3 km.

A.4 Discrete Differential Operators
The numerical discretization of our cyclogenesis model is performed
using a staggered grid where the velocity fields of wind and dust,
𝒖 = (𝑢, 𝑣,𝑤) and 𝒖𝑑 = (𝑢𝑑 , 𝑣𝑑 ,𝑤𝑤), respectively, are stored at the
faces of each voxel, while all the other scalar quantities 𝑠 (turbulent

Fig. 27. Schematic representation of a single voxel from our staggered grid.
We store the velocity components 𝒖 = (𝑢, 𝑣, 𝑤 ) and 𝒖𝑑 = (𝑢𝑑 , 𝑣𝑑 , 𝑤𝑑 ) at
the faces (blue arrows), while all the other scalar quantities 𝒔, as well as the
vorticity 𝝎 , are stored at the center (red point).

kinetic energy, mixing ratios, and potential temperature) as well as
the vorticity𝝎 are stored at the center of the voxels, as demonstrated
in Figure 27. Using this grid, we compute the discrete version of
our model using centered finite differences. The divergence of the
velocity fields is computed as

(∇ · 𝒖)𝑖, 𝑗,𝑘 ≈
𝑢𝑖+1/2, 𝑗,𝑘 − 𝑢𝑖−1/2, 𝑗,𝑘

Δ𝑥
+
𝑣𝑖, 𝑗+1/2,𝑘 − 𝑣𝑖, 𝑗−1/2,𝑘

Δ𝑦

+
𝑤𝑖, 𝑗,𝑘+1/2 −𝑤𝑖, 𝑗,𝑘−1/2

Δ𝑧
,

where Δ𝑥 , Δ𝑦, and Δ𝑧 are the mesh step sizes in each dimension.
Additionally, the gradient of scalar quantities is given by(

𝜕𝑠

𝜕𝑥

)
𝑖+1/2, 𝑗,𝑘

=
𝑠𝑖+1, 𝑗,𝑘 − 𝑠𝑖−1, 𝑗,𝑘

Δ𝑥
,(

𝜕𝑠

𝜕𝑦

)
𝑖, 𝑗+1/2,𝑘

=
𝑠𝑖, 𝑗+1,𝑘 − 𝑠𝑖, 𝑗−1,𝑘

Δ𝑦
,(

𝜕𝑠

𝜕𝑧

)
𝑖, 𝑗,𝑘+1/2

=
𝑠𝑖, 𝑗,𝑘+1 − 𝑠𝑖, 𝑗,𝑘−1

Δ𝑧
.

Finally, for the discrete curl of the velocity we compute

(∇ × 𝒖)𝑖, 𝑗,𝑘 =

(𝑤𝑖, 𝑗+1,𝑘 −𝑤𝑖, 𝑗−1,𝑘
2Δ𝑦

−
𝑣𝑖, 𝑗,𝑘+1 − 𝑣𝑖, 𝑗,𝑘−1

2Δ𝑧
,

𝑢𝑖, 𝑗,𝑘+1 − 𝑢𝑖, 𝑗,𝑘−1
2Δ𝑧

−
𝑤𝑖+1, 𝑗,𝑘 −𝑤𝑖−1, 𝑗,𝑘

2Δ𝑥
,

𝑣𝑖+1, 𝑗,𝑘 − 𝑣𝑖−1, 𝑗,𝑘
2Δ𝑥

−
𝑢𝑖, 𝑗+1,𝑘 − 𝑢𝑖, 𝑗−1,𝑘

2Δ𝑦

)
,

where the velocity components at the center are computed by aver-
aging the values at the faces, such that

𝒖𝑖, 𝑗,𝑘 =

(𝑢𝑖−1/2, 𝑗,𝑘 + 𝑢𝑖+1/2, 𝑗,𝑘
2

,

𝑣𝑖, 𝑗−1/2,𝑘 + 𝑣𝑖, 𝑗+1/2,𝑘
2

,

𝑤𝑖, 𝑗,𝑘−1/2 +𝑤𝑖, 𝑗,𝑘+1/2
2

)
.
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